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## MATH 142: EXPLORATORY DATA ANALYSIS (L/P 45/0; CF 3.0)

Course Purpose

The purpose of this course is to enable leaners to apply statistical data visualization and summary statistics to make informed decisions based on data and use appropriate statistical packages.

Expected Learning Outcomes

By the end of the course, the learner should be able to:

1. Discuss fundamental statistical concepts used in Exploratory Data Analysis, such as measures of central tendency, variability, and probability distributions.
2. Promote the importance of data literacy and statistical reasoning in decision-making processes.
3. Explore different methods of data collection, including surveys, experiments, and observational studies.
4. Recognize different data types (e.g., categorical, numerical) and their implications for analysis.
5. Create and interpret graphical displays (e.g., box plots, histograms, scatter plots) to reveal patterns and outliers.
6. Construct frequency distribution tables and summary statistics (e.g., mean, median, variance) using statistical software tools (R, GensStat, Excel).
7. Analyze data, draw meaningful conclusions, and consider practical implications.
8. Understand measures of association for continuous, ordinal, and nominal variables (e.g., correlation, contingency tables).
9. Recognize the role of exploratory data analysis in scientific research, business, and everyday decision-making.

Course Content

Some basic concepts. Populations and samples, randomness and independence**.** Data sources, Data types, methods of data collection, numerical summaries of data, data exploratory techniques: data displays; box plot, stem and leaf, histogram, charts, diagrams. Use of R/GensStat/Excel software to generate; Frequency distribution tables, graphical displays, scatter plots, frequency graphs, Summary statistics, measures of location and dispersion, skewness and Kurtosis. Categorical data analysis; Measures of association for; continuous variables, ordinal variables and nominal variables. Chi-square, loglinear analysis. Use of statistical package.

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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## MATH 241: PROBABILITY AND STATISTICS I (L/P 45/0; CF 3.0)

Course Purpose

The purpose of this course unit is to enable learners to apply probability and statistics skills in management and decision making.

Expected Learning Outcomes

By the end of this course unit, the learner should be able to:

1. Discuss the axioms of univariate probability distribution functions and their practical implications.
2. Distinguish between different types of discrete and continuous random variables in data sets and solve related problems
3. Explore the impact of expectations on decision-making and statistical modeling.
4. Construct and interpret confidence intervals for population parameters using sample data.
5. Relate hypothesis testing to real-world scenarios, such as medical trials or quality control.
6. Appreciate the importance of probability distributions (normal, t-, and chi-square) in solving real-world scientific research problems and decision-making.

Course Content

Random variable and probability distributions. Moments and moment generating functions. Statistical Independence of random variables. Confidence intervals for population parameter. Special univariate distributions; discrete and continuous cases. Expectations and variances of special univariate distributions. Approximations of univariate distributions. Applications of univariate distributions.

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%

References
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## MATH 242: PROBABILITY AND STATISTICS II (45/0 C.F.3.0)

**Course Purpose**

To enable learners to apply the knowledge of getting probability distribution and problem solving and statistical decision making.

**Expected learning outcomes**

By the end of the course, the learner should be able to

1. Understand bivariate probability distributions functions of random variables, bivariate expectations, and characteristic functions and explore their relevance in statistical theory and applications in studying the relationships between random variables.
2. Promote an understanding statistical independence and its implications in bivariate data analysis.
3. Identify the importance of conditional expectations and their role in decision-making and prediction.
4. Explore techniques such as cumulative distribution functions (CDFs) and transformations.
5. Construct probability distributions arising from the normal distribution family, including the Chi-square, t-distribution, and F-distribution and to solve related problems.
6. Appreciate the importance of bivariate normal distribution in solving real world problems.

**Course content**

1. Bivariate Probability Distributions

* Joint probability distributions (J.p.d.f) and Joint cumulative probability distributions(J.c.d.f)
* Marginal distribution functions
* Conditional distribution functions
* Statistical independence

1. Bivariate Expectations

* Bivariate moments, covariance and correlation
* Conditional expectation and variance
* Joint moment generating functions

1. Distribution Functions of Random Variables

* CDF Technique
* Method based on transformation of variables
* Method based on moment generating functions

1. Distributions Arising from Normal Distribution

* The Chi-square distribution
* The t-distribution
* The F- distribution

1. Characteristic Functions

* Discrete and Continuous cases
* Mean and variance applying characteristics function
* Applications in univariate discrete and continuous distributions

1. Bivariate Normal Distribution

* Density function
* Marginal and conditional densities
* Stochastic independence

1. Limiting Distribution Theory

* Limit theory
* Convergence theorem

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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## MATH 244: INTRODUCTION TO STATISTICAL INFERENCE (L/P 45/0; CF 3.0)

Course Purpose

The purpose of this course is to enable the learner to be able to apply the knowledge of applied statistics in computations and decision making.

Expected Learning Outcomes

By the end of the course, the learner should be able to:

1. Describe the challenges of statistical inference.
2. State and explain key properties of point estimators (such as unbiasedness, efficiency) and interval estimators (confidence intervals).
3. Gain practical skills in obtaining random samples and using random number tables.
4. Apply hypothesis testing techniques to real-world situations, making informed decisions based on sample evidence.
5. Understand how regression models provide insights into relationships between variables and make predictions.
6. Conduct goodness of fit tests (e.g., chi-square tests) and test for independence appropriately, considering specified parameters or unknown parameters.

**Course Content**

Meaning and role of statistics, objectives of statistical research or investigation. Statistical decision problems, basic concepts of inference: sampling, estimation, and hypothesis testing. Role of normal distribution in statistical inference. Random samples, use of random number tables. Inference about population means: point estimates and confidence intervals, simple analysis of frequency data. Simple nonparametric tests: sign test/Wilcoxon Signed-Rank Test for paired data, run test for randomness and trends.

**Teaching and Learning Methods**

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%

**References**
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## MATH 245: INTRODUCTION TO EPIDEMIOLOGICAL METHODS

**Course Purpose**

The purpose of this course is to enable the learner to describe primary applications of epidemiology in public health practice.

**Expected Learning Outcomes**

By the end of the course, the learner should be able to:

1. Explain the fundamental principles and scope of epidemiology, emphasizing its role in public health research and practice.
2. Summarize the historical evolution of epidemiology.
3. Describe a public health problem according to three essential characteristics: person, place, and time.
4. Discuss the key features and uses of descriptive epidemiology.
5. Apply descriptive methods to summarize and interpret disease frequency, morbidity, and mortality patterns.
6. Describe a public health problem using epidemiologic triangle
7. Explore the key features and applications of analytic epidemiology
8. Identify the key steps is solving a public health problem
9. Identify types of data sources, methods of data collection, analysis and interpretation, and their relevance in epidemiological research.
10. Enumerate and explain how epidemiological methods contribute to public health practice, policy, and decision-making.

**Course Content**

Introduction to epidemiologic methods, types of epidemiology, epidemiologic triangle, epidemiologic/the public health cycle, measures of disease frequency/occurrence: Morbidity (incidence and prevalence), mortality, ratios, proportions, rates, Measures of effect: relative risk/ratio and odds ratio; Measures of central tendencies and dispersion: mean, median, mode, ranges, variance, standard deviation. Organizing Epidemiologic Data: tables, graphs: scatter plots, pie chart, and box plot, bar plots. Types of epidemiological studies: descriptive (correlational studies, case reports, case series, cross-sectional surveys, etc.) and analytical studies (case control (Unmatched or matched) and cohort studies, experimental/ clinical trials, case-crossover and case-only designs) {definitions advantages and disadvantages}. Sources of bias in epidemiological studies (confounding, selection bias, information bias). Controlling confounding by stratifying data with application to HIV and AIDS, malaria, TB and other contagious disease. Hypothesis testing: solving a public health problem, data sources, practical and statistical significance, Simple regression models in epidemiological analysis, Confidence interval estimation for means and OR. Developing clinical prediction rules, analyses of community-level associations or interventions, propensity scores. Use of statistical package (MS. Excel, R.).

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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## MATH 261: INTRODUCTION TO COMPUTER INTERACTIVE STATISTICS (30/30 C.F.3.0)

**Course Purpose**

To present statistical research tools from survey to analysis using various statistical software to make valid, viable and objective conclusions.

**Expected Learning Outcomes**

By the end of the course, the learner should be able to:

1. Identify types of variables and data
2. Perform data entry, import, pre-process, and analyze data using a statistical software.
3. Comprehend and perform data preprocessing techniques
4. Present data using graphical and tabular representation
5. Identify the presence of errors or misleading quantitative information and remedies
6. Summarize numeric and categorical data
7. Conduct hypothesis testing for means, proportions, and variance
8. Apply computational and analysis skills/ techniques to solve data-related problems and make evidenced based decisions.
9. Plan and conduct a survey.
10. Write statistical reports

**Course Content**

Basic concepts of modern statistics: types of Variables and Measurement Scales, Population, Sample and sampling techniques. Data collection, Big data quality management framework, Darta curation, cleaning/ cleansing. R: windows / user interface, Data entry, importation, structures, types, Objects, session, functions, packages, and libraries, and arguments. Descriptive Statistics: Data visualization, recognition of accuracy or misleading quantitative information using statistical graphics, Data distributions (normal and bimodal), Data preprocessing/ preparation steps (filtering, removal of sparse features, discretization, continuization, normalization, randomization, etc.); Proportions (One-way/Two-way tables), Measures Central Tendency and Dispersion (Ungrouped and Grouped). Inferential Statistics: Point and confidence interval estimation; estimating a mean, estimating a proportion, estimating a variance, estimating a variance ratio, sampling techniques and variability, bootstrap estimation. Hypothesis testing: Types of statistical errors, level of significance, power of test, hypothesis testing for means and proportions. Understanding of statistical reports: Exporting r-output: Figures to PNG, JPEG, PDF etc.; formatted tables to excel, word, and knitting as HTML; Writing summary statistical reports. Introduction to r-markdown

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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## MATH 263: STATISTICAL PROGRAMMING, I (30/30 C.F.3.0)

**Course Purpose**

The purpose of this course is to introduce students to object-oriented concepts in computer programming using Java programming language.

**Expected Learning Outcomes**

By the end of the course, the learner should be able to:

1. Discuss the principles of statistical programming.
2. Write programs using different programming languages commonly used in statistical analysis (e.g., R, Python).
3. Design and implement classes of objects given desired attributes for efficient code organization and reuse in statistical projects.
4. Applying Monte Carlo methods for statistical modeling and uncertainty assessment.
5. Explore statistical power and its relevance in hypothesis testing.
6. Estimate confidence intervals for population parameters using a statistical software
7. Develop application software that uses a simple database for storing and retrieving statistical data.

**Course Content**

Basic Knowledge of High-Level Programming Languages: Introduction to programming languages such as C++, S-plus, and R, understanding syntax, data types, and control structures; Computer Arithmetic: Numeric representation and precision in programming, handling arithmetic operations and potential pitfalls; Algorithm for Mean and Standard Deviation: Implementing algorithms to calculate mean and standard deviation, efficiency and accuracy; Error Analysis: Identifying common errors in programming, Strategies for debugging and error handling; Pseudo-Random Number Generators: Generating random numbers for simulations, Evaluating the quality of random number sequences; Generation of Random Variates: Understanding discrete and continuous probability distributions, Simulating random variates from these distributions; Monte Carlo Simulation; Power of Tests: Confidence Intervals: Estimating confidence intervals for population parameters.

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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## MATH 341: SAMPLING METHODS I (L/P 45/0; CF 3.0)

Course Purpose

The purpose of this course is to help learners design effective surveys, estimate population parameters, and make informed decisions based on sampled data..

Expected Learning Outcomes

By the end of this course, the learner should be able to:

1. Discuss the importance of sampling methods and how sampling impacts data quality and statistical inference.
2. Identify sources of errors in surveys (sampling bias, non-response, measurement error, etc.) and understand their impact on data quality and survey results.
3. Explore adequate sample size determination techniques to ensure reliable statistical inference.
4. Construct sampling designs using methods like simple random sampling, stratified random sampling, and systematic selection.
5. Value the role of statistical approximation and accuracy assessment in solving mathematical and scientific problems.

Course Content

General principles of a sample survey, Sources of errors in survey, Confidence interval, Simple size determination, Sampling techniques; Simple random sampling; with replacement and without replacement. stratified random sampling; proportional and optimal allocations. Systematic sampling. Sampling theory. Sample selection with probability proportional to size. Modern sampling techniques and applications.

Teaching and Learning Methods

Lectures, Tutorials, Blended Learning (Online Educational Materials with Face-To-Face Instruction), Computer Assisted Instruction), Question/ Answer Approach, Project-Based Approaches, Group Discussions & Assignments, Presentations, Cooperative Learning, Case Studies and Experiential Learning Where Applicable.

Instructional Materials and Equipment

Overhead Projector, Power Point, Hand-Outs, Charts, Felt Pens, Computer Laboratories, Computers, Learning Resource Centre, and Core Reading Resources.

**Course Assessment**

CATs and Assignments 40%, Final examinations 60%, Total marks 100%
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